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An extended version of the 𝑄-vector form for the 𝜔-equation that includes diabatic (in particular latent) heating in the 𝑄-vector
itself is derived and tested for use in analyzing the life-cycle of a midlatitude cyclone that developed over the central United States
during 24–26 December 2009. While the inclusion of diabatic heating in the 𝑄-vector 𝜔-equation is not unique to this work, the
inclusion of diabatic heating in the𝑄-vector itself is a unique formulation. Here it is shown that the diabatic𝑄-vector gives a better
representation of the forcing contributing to the life-cycle of the Christmas Storm of 2009 using analyses derived from the 80-km
NAM.

1. Introduction

Formore than 60 years, quasigeostrophic theory (QG theory)
has provided the underlying basis for techniques that explain
the existence or evolution of a wide range of atmospheric
phenomena including cyclones (e.g., [1–3]) and blocking
anticyclones (e.g., [4–8]). QG theory has also been used
and continues to be used, as a guiding principle in weather
analysis and forecasting (e.g., [1, 9–11]). QG theory represents
a scaling of the primitive equations using the concept of
approximate equality between the horizontal pressure gradi-
ent force and Coriolis (inertial) force in a two-dimensional
atmosphere. QG theory also represents an acknowledgement
that atmospheric circulations are three-dimensional but that
the vertical components of these circulations are much
weaker than their horizontal counterparts, and these serve
to restore geostrophic and hydrostatic balance. In the earlier
applications of QG theory (e.g., [1]), the atmosphere is
assumed to be adiabatic, which neglects the role of diabatic
processes (such as latent heat) and surface friction. Also, in

model simulations or in diagnostic studies, large-scale verti-
cal motions are typically calculated subject to an initially QG
balanced environment (e.g., [12]).

Given advances in the understanding of the lifecycles of
atmospheric phenomena as well as advances in computing
power, there are many studies which have examined the role
of forcing neglected in earlier studies using QG equations
in midlatitude cyclones (e.g., [13–18]). These have included
processes such as boundary layer friction, boundary layer
sensible heating, or latent heat release. These have even been
included in the study of large-scale phenomena such as block-
ing anticyclones (e.g., [19–21]), more specifically midlatitude
ridging due to lower tropospheric diabatic heating. By includ-
ing processes or forcing such as diabatic heating or friction
in the study of these phenomena, a better understanding of
their life-cycle evolution has been gained.This has resulted in
better model formulations of, for example, convection (e.g.,
[22]), as well as providing better guidance to operational
forecasters.
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While many of the diagnostic tools used in meteorolog-
ical analysis were developed in full form, such as the omega
equation (e.g., [23]) or the Zwack-Okossi vorticity tendency
equation (e.g., [5, 16]), they have primarily been used in
QG form in many studies (e.g., [24–27]). An increase in
computing power has been one factor in inspiring the use
of more complete forms of these diagnostic equations (e.g.,
[4, 13, 16, 20, 28]), and these publications, as well as others,
initially refer to the QG-equations that include latent heat
and/or friction as “extended”QG forms. In recent years, these
“extended” equations are referred to as QG forms, dropping
the “extended” notation. The increase in computing power
has also led to the development of new expressions, such
as the ageostrophic vorticity tendency equation (e.g., [18]).
These new diagnostic quantities have allowed the user to
examine the role of traditional atmospheric forcing processes
using a more complete framework.

The role of diabatic heating in forcing ascent (e.g., latent
heating) has long been included by researchers for use in the
diagnostic equations cited in examples above. Other exam-
ples include the studies of [29], who developed and [30] later
used a 𝑄-vector form of the 𝜔-equation. Then [30] further
included latent heating on the right hand side of the equation
as an additional forcing process. In [30], a cyclone case
occurring over the Iberian Peninsula was studied, and the
latent heating was included in their 𝑄-vector equation in
order to examine the role of this process in the cyclone.
Both studies demonstrated that the inclusion of latent heating
provided a better estimate for the divergence field that is
associated with vertical motion. Thus, in both of their work,
the divergence ofQwas calculated separately from the Lapla-
cian of latent heating in order to determine the role of this
process in cyclone development.

The standard 𝑄-vector equation [25] is used heavily in
operational analysis and forecasting as it amalgamates impor-
tant QG forcing processes into one variable (e.g., [17, 25, 26]).
In the standard formulation of the 𝑄-vector, the differential
vorticity advection and the Laplacian of the temperature
advection are combined to form a term that contains the
advection of the temperature by the gradient of thewind field.
This has some important advantages, such as eliminating
“overlap” between the differential vorticity advection and the
Laplacian of the temperature advection and the fact that the
forcing is Galilean invariant (e.g., [31]).

Diabatic heating of any kind is not included regularly in
any formulation of Q known to the authors. Since diabatic
heating (in particular latent heating) has been shown to be
a contributor to the development of phenomena such as
midlatitude cyclones, it is often included in diagnostic studies
using, for example, the omega equation. Since there is a 𝑄-
vector form of the omega equation, it would be useful to
develop a 𝑄-vector expression that includes the contribution
of diabatic heating inside the one variableQ. Thus, this is the
goal of the work here, and the details will be presented in
Section 2. In Sections 3 and 4, we perform a case study of a
synoptic-scale cyclone where diabatic heating (in particular
tropospheric latent heating) was an important process and

demonstrate the effectiveness and utility of the diabatic 𝑄-
vector. Section 5 will summarize the work done here and
present our conclusions.

2. Data and Methods

2.1. Derivation of an Extended 𝑄-Vector Form of the 𝜔-Equa-
tion and a Diabatic 𝑄-Vector. The derivation of an extended
𝑄-vector is similar to the QG version found in [32]. This
derivation begins with a quasigeostrophic form of theNavier-
Stokes equations ((1a), (1b), and (1c)) here:
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where 𝑢 and V are the zonal and meridional wind compo-
nents, respectively. The subscripts “𝑔” and “𝑎𝑔” represent a
geostrophic or ageostrophic wind, respectively. The Coriolis
parameter is 𝑓𝑜 and the change in the Coriolis parameter in
the meridional direction is represented by 𝛽. Friction is rep-
resented by “𝐹.” The complete derivation of the 𝑄-vector can
be found in [10].

Then, following, for example, [10, 26, 30] and others, we
arrive at (2a) and (2b) the final extended 𝑄-vector form:
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where

⇀
𝑄 = 𝑄1𝑒𝑖 +𝑄2𝑒�̂�. (2c)

In (2a), (2b), and (2c), 𝐻 is used for the diabatic heating
instead of the traditional notation of 𝑄 in order to avoid
confusion with the 𝑄-vector. Taking the partial derivative
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of (2a) and (2b) with respect to 𝑥 (𝑦), adding the two parts
together, and using continuity in the form
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result in (4a), (4b), and (4c). Consider the following:
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whereQ is now comprised of the traditional 𝑄-vector:
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The result is a traditional form of the 𝑄-vector relationship
((4b) and (4c)) derived by [25] originally and found in [32]
in QG form, respectively. In (4a), Term A is the divergence
ofQ, Term B is the “Beta Term” (meridional difference in the
Coriolis parameter), Term C is the diabatic heating term, and
TermD is the friction term. Further, for the “extended” forms
derived by those cited in section one, they also state that the
observed winds can be used in the calculation instead of their
geostrophic values.

However, one of the results of the [25]𝑄-vector derivation
was that the differential vorticity and the Laplacian of the
temperature advection terms in the 𝜔-equation were com-
bined. Since the Laplacian operator is the divergence of the
gradient operator, or (∇ ⋅ ∇), (4a), (4b), and (4c) can be
rewritten as;
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where �̃� now has the components
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and the diabatic heating term is now clearly part of the 𝑄-
vector formulation ((5b) and (5c)) and the divergence of Q
and not a separate term as in [29, 30]. Thus, the goal of this
study will not be to demonstrate primarily the importance

of diabatic heating in contributing to cyclone development,
since that has been established by many researchers, but
the utility of a diabatic 𝑄-vector in an operational context.
Nonetheless, it will be compared to the traditional 𝑄-vector
as a point of reference. It is also noted here that this study only
examines the latent heating in the diabatic𝑄-vector and sen-
sible and radiational heating/cooling process are neglected.

2.2. Data and Analysis. Numerical output from the North
AmericanMesoscale (NAM) Etamodel was used tomake the
calculations of the diabatic 𝑄-vector and its components. In
particular, a thinned, 80 km grid was employed for the QG
diagnostics as suggested by [33].While this is relatively coarse
resolution compared to what is used operationally today,
these data were readily available in-house. The operational
resolution at the time of this stormwas 12 kmout to 84 h.Out-
putwas taken from the run initialized at 1200UTC24Decem-
ber 2009. At this time, a well-developed cyclone was already
present over the southern United States, as suggested by
both the surface analysis (showing a mature cyclone) and the
satellite signature of a comma cloud in the southern plains
(see Figure 1).

Given its initial position, the cyclone was well sampled
by the observing network for the center of the circulation
especially over the land areas of the United States. Grids from
the NAM solutions were thus selected at 12 hours (0000 UTC
25 December 2009) and 24 hours (1200 UTC 25 December
2009) into the run. This approach allows time for the NAM
Eta model run to become dynamically balanced and still be
early enough to prevent serious departures from reality. As a
result, the vertical motions that are produced by the model
do not include subgrid-scale process. Thus the vertical
motions would be result of larger-scale QG processes and
parameterizations of latent heating and friction (documen-
tation for the NAM can be found on the website such
as http://www.srh.noaa.gov/ssd/nwpmodel/html/nam.html).
Nonhydrostatic versions of the model with finer resolution
are able to produce verticalmotions with latent heat included.

2.3. Latent Heating Calculation. GEMPAK [34] was used to
process the NAM model grids and to format and produce
estimates of �̃�1 (5b) and �̃�2 (5c). Consistent with the
formulations of these expressions, it is important to note that
these 𝑄-vectors were constructed using a single level only
(500 hPa), requiring fewer calculations. This is an advantage
over techniques that would require multiple levels for a
calculation (e.g., [16]). Moreover, the static stability is held
constant so that the entire leading term, as−𝑅/𝜎𝑝, is constant;
this also promotes amore direct comparison to the traditional
𝑄-vector. Additionally, the actual temperature, 𝑇, in �̃�1 and
�̃�2 is replaced with the potential temperature, 𝜃, which also
is more in keeping with traditional formulations of the 𝑄-
vector and facilitates use of the method employed effectively
by [35] and derived by [36] and for estimating the diabatic
(specifically latent) heating:
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Figure 1: Maps and analyses for 1200 UTC 24 December 2009, where (a) is the mean sea level pressure (solid, every 4 hPa) and 1000–500-hPa
geopotential thickness (dashed, every 60 gpm) from NAM Eta initialization, (b) the 500 hPa geopotential heights (solid, every 60 gpm), and
(c) the GOES-12 water vapor image at 1215 UTC.

In (6) 𝛾𝑚 and 𝛾𝑑 are the moist- and dry-adiabatic lapse rates,
𝜃𝑒 is the equivalent potential temperature, and the rest of the
variables have their usualmeanings. Equation (6)was derived
in [36] using the concept of moist entropy, and the details
can be found in this work. This formulation is also similar
to that used in [30].This computation uses the model vertical
motion to calculate latent heating.Thenew calculated vertical
motion can be then used to recalculate latent heating itera-
tively (e.g., use the new vertical motion in the latent heating
and recalculate vertical motion); however, subsequent calcu-
lations do not improve the result significantly.This strategy is
used often in latent heat calculations (e.g., [16, 18, 20]).

3. Synoptic Analysis

The cyclone to be examined here occurred during Christmas
2009 and brought a variety of weather to the mid-Mississippi
Valley region aswell as the Southern Plains ofNorthAmerica.
This included 41 tornadoes, 24 high wind reports, and 10 hail
reports in the southern Mississippi Valley region, especially
Louisiana, as well as heavy rain and snow to points further

north (http://www.spc.noaa.gov/).As of 1200UTC23Decem-
ber 2009 (not shown), the surface cyclone was a weak and
unorganized area of low pressure located over the Southern
Plains near Texas and Oklahoma with the minimum pres-
sures around 1001 hPa. At 500 hPa, there was a strong trough
and strong meridional flow over the western portion of the
United States, and the strongest winds at 300 hPawere located
on the upstream side of the trough. However, the coldest air
was still located over western Canada at this time and was
beginning to move southward into the Plains region.

By 1200 UTC 24 December 2009 (the time of NAM
model initialization used here), the surface low was located
over eastern Texas and the surface pressure was 998 hPa
(Figure 1(a)). Blizzard conditions existed over Oklahoma
near this time and even included reports of thundersnow,
though thundersnow events are not geographically favored
in this region [37].There was strongmidlevelmeridional flow
over thewesternUnited States extending deep into Texas, and
the trough itself (with a closed center over Texas) had not
moved appreciably eastward; instead, the trough and ridge
over the United States amplified substantially and the trough
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Figure 2:Maps and analyses for 0000UTC 25December 2009, where (a) is themean sea level pressure (solid, every 4 hPa) and 1000–500-hPa
geopotential thickness (dashed, every 60 gpm) from NAM Eta initialization, (b) the 500 hPa geopotential heights (solid, every 60 gpm), (c)
the 300-hPa geopotential heights (solid, every 120 gpm) and the wind speeds (dashed, every 10ms−1, at 35ms−1, 45ms−1, and 55ms−1), and
(d) the Doppler radar base reflectivity mosaic.

narrowed (Figure 1(b)). Satellite imagery suggested a well-
developed,mature cyclone, with a comma signature featuring
two southern cloud bands suggesting complex flows within
the warm conveyor belt (Figure 1(c)).

Over the next 24 h, the surface cyclone deepened
(Figure 2(a)) concurrent with the intensifying 500 hPa
low (Figure 2(b)) and attendant upper-level jet structure
(Figure 2(c)), more specifically the exit region of the cycloni-
cally curved jet (e.g., [38]). The precipitation shield at 0000
UTC 25December 2009 (Figure 2(d)) emphasizes thematur-
ity of the system. By 1200UTC 25December 2009, the surface
cyclone had reached ∼990 hPa (Figure 3(a)). The cyclone has
also occluded, based upon Bergeron’s rule of analysis, that a
frontal wave is occluded if the pressure difference between
the cyclone center and the last closed isobar is 15 hPa or
greater [39]. At 500 hPa (Figure 3(b)), the upper level low
deepened significantly (more than 120m in 24 hr) over the
central United States and had become a closed system with
four closed contours. At 300 hPa (not shown, deepened about
200m), the trough was located over the same region and
mirrored the evolution of the 500 hPa trough over the same
24 hr period but has only one closed contour by this time.

Up to this time, the trough is tilted westward with height in
the lower troposphere indicating baroclinic development.
Generally, cyclones that were studied in the references
above show strong surface development in terms of rapid
central pressure falls. This storm showed midtropospheric
development, without strong pressure falls in the surface
cyclone (only 8 hPa in 24 hr). It is suspected here that the
midlevel deepening was due in part to latent heating above
this level based on previous studies (e.g., [16, 40, 41]), though
a study of the entire heating profile would be needed to
verify this scenario. Nonetheless, [40] show that mid and
upper level latent heating would have little impact on surface
development. Also, the impact of diabatic (latent) heating
diminishes with distance from the maximum (e.g., [41]).

At 0000 UTC 26 December 2009, the satellite perspective
shows that this stormwas of large enough scale to have drawn
in moisture from the southeast Pacific, the Gulf of Mexico,
and the Atlantic (Figures 1(c) and 4). In fact, an examination
of the 950–500 hPa relative humidity (not shown) showed a
broad area of saturation (values greater than 80%) across the
upper midwest and plains states within the cyclone region
(Figure 4) in the low- to midtroposphere. While high relative
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Figure 3: As in Figures 1(a) and 1(b) except for 1200 25 December 2009.
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Figure 4: As in Figure 1(c), except for 0015 26 December 2009.

humidity values are often used to show where clouds and
latent heating reside, it should be cautioned that these values
do not reflect actual moisture values.

By 1200 UTC 26 December 2009, the surface cyclone
began to fill; there would have been more low level conver-
gence present than upper level divergence at the time, for
example, [16, 40], and the pressures rose. The upper-level
trough had become a closed low located overWisconsin.The
heaviest precipitation was located to the north and east of the
surface cyclone, and a significant dry air stream had wrapped
up into the Great Lakes region near the cyclone center. After
this time, over the next 48 h, the surface andmidlevel cyclone
would decay and fill before being swept out of the region by
the next transient system (not shown).

4. Dynamic Analysis and Discussion

The traditional 𝑄-vector (Figure 5(a)) and diabatic 𝑄-vector
(Figures 5(a) and 5(b)) were both used in order to examine
the forcing for vertical motion associated with this cyclone

at 500 hPa. The shaded regions here are the 6-h precipitation
greater than 4mm. Precipitation is shown here since it tends
to correlate with latent heat release; however, there may be
some differences as not all latent heat release results in precip-
itation. Latent heat release can also be associated with cloud
formation, but significant latent heat release is associatedwith
clouds that produce precipitation. Recall that precipitation
is the result of moisture, lift, and instability, and these are
represented (6) shown in section two. In this section, the
verticalmotion is examined using the diabatic𝑄-vector equa-
tion, which is a diagnostic equation. Thus, this section will
illustrate the relative contribution of latent heating only in the
diabatic 𝑄-vector.

At 0000 UTC 25 December 2009 (Figure 5(a)), the 12 h
NAM model solutions show that the traditional 𝑄-vector
divergence included only relatively strong forcing due to the
vorticity and temperature advections over the region from
Arkansas and surrounding areas and weak forcing elsewhere
in the figure. This would only partially explain the devel-
opment of the midtropospheric low over extreme southwest
Arkansas (Figure 2(b)) by this time. Inclusion of latent heat-
ing (presumablymaximizing above the 500 hPa level, e.g., [16,
20]) in the 𝑄-vector produced only slightly weaker forcing
in the 𝑄-vector during this time (Figures 5(b) and 5(e)).
The region of forcing is a single, globular region even in the
diabatic𝑄-vector field, broadly mimicking the comma shape
seen in the satellite imagery. Presumably, by this time the
forcing due to latent heat release has yet to fully materialize.

The divergence of 𝑄 (Figure 5(c)) showed a pattern
consistent with that of the𝑄-vectormagnitudes (Figure 5(a));
as the magnitudes of the 𝑄-vectors were small, the 𝑄-vector
convergence was weaker. However, the divergence of the dia-
batic𝑄-vector field (Figure 5(d)), while similar to the banded
pattern in the field of diabatic 𝑄-vector magnitude, reveals
nicely the expected displacements of the divergence maxima
into the gradients of the raw vector magnitudes. Moreover,
the divergence of the standard 𝑄-vector field revealed a cir-
cular area of divergence (and forcing for descent) acrossmuch
of Missouri, where precipitation was actively falling both
in the model and in reality (Figure 2(d)). Yet, the adiabatic
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Figure 5:𝑄-vector diagnostics from theNAMmodel run initialized at 1200UTC24December 2009 and valid at 0000UTC25December 2009
(12-hour solutions), including (a) standard 500-hPa𝑄 (hPam−1 s−1), (b) the diabatic form of the 500-hPa𝑄 (hPam−1 s−1), (c) the divergence
of the standard 500-hPa, ∇ ⋅ �⃗� (every 20 × 10−15 hPam−2 s−1; values <0 are dashed; values of 0 or greater are solid), (d) the divergence of the
diabatic form of the 500-hPa, ∇ ⋅ �⃗� (every 20 × 10−15 hPam−1 s−1; values <0 are dashed; values of 0 or greater are solid), (e) the difference
in divergence between the standard and diabatic forms of the 500-hPa 𝑄 (every 10 × 10−15 hPam−1 s−1; values <0 are dashed; values of 0 or
greater are solid), and (f) the Laplacian of pressure vertical motion, −(1/2)∇2

𝜔 (every 20 × 10−15 hPam−1 s−1; values <0 are dashed; values of
0 or greater are solid). Frames (c) and (d) also feature the 6-hour precipitation (shaded at 2, 4, 10, and 20mm), accumulated in the model in
the ensuing 6-hour period, ending at 0600 UTC 25 December 2009.
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Figure 6: As in Figure 5, but from the NAMmodel run initialized at 1200 UTC 24 December 2009 and valid at 1200 UTC 25 December 2009
(24-hour solutions).

diagnosis misses the stronger precipitation areas centered
overwestern Illinois and centralAlabama.Thedifference field
of the divergence of standard Q is less the divergence of the
diabatic Q (Figure 5(e)) and reveals a band of relatively large
positive values across southeastMissouri, western Tennessee,
and into northern Mississippi. Such values result from near-
zero (positive or negative) values of standard Q divergence

having large values of diabatic Q convergence subtracted
from them. The regions of greatest positive differences run
along and immediately adjacent to the most intense 6-hour
model precipitation accumulations in the ensuing hours
between 1200 UTC and 1800 UTC on 25 December 2009.
The Laplacian of the 𝜔 field (Figure 5(f)) also matches nicely
(pattern and magnitude) with the divergence pattern in both
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the traditional and diabatic Q field (Figure 5(d)) as well as
the precipitation region, confirming the importance latent
heating may have later and the calculation of the diabatic 𝑄-
vector.

By 24 hours into the NAM simulation (1200 UTC 25
December 2009) the presence of a deep cyclone is reflected
in both the standard 𝑄-vector field (Figure 6(a)) and the
diabatic 𝑄-vectors (Figure 6(b)). Indeed the vector fields are
much more similar over Missouri and Illinois, nearer the
center of the circulation. To the east over Ohio, Kentucky,
andWest Virginia is where the larger differences occur at this
time, associated with the warm sector and warm conveyor
belt of the cyclone. The divergence of the standard 𝑄-vector
field is unrevealing where the model precipitation is accu-
mulating (Figure 6(c)), with divergence values close to zero
acrossmuch of Indiana andOhio.The addition of the diabatic
heating term to Q provides a divergence field (Figure 6(d))
with a clearly better correlation to the actual precipitation
field that is accumulating in the model. The difference
field between the divergences in the standard 𝑄-vector
and the diabatic 𝑄-vector (Figure 6(e)) reveals maximum
differences well-correlated with areas of stronger modeled
precipitation over Ohio and southeastward into the Caroli-
nas, further suggesting the limited utility of the standard
𝑄-vector in diagnosing upward motions at this state in the
cyclone’s lifecycle. However, even in the Illinois region where
presumably dynamic forcing is dominant, the diabatic 𝑄-
vector is stronger (Figure 6(e)). Moreover, the Laplacian of
𝜔 (Figure 6(f)) suggests ascent over locations such as Ohio
and South Carolina, where precipitation was occurring in
the model. Finally, the differences between the traditional
divergence ofQ calculations and the diabatic 𝑄-vectors were
larger in Figure 6 which is later in the cyclone life-cycle than
in Figure 5. This is because the gradients in the diabatic
heatingwere larger in Figure 6 as implied by the divergence of
Q calculations which include the gradient of diabatic heating.

5. Summary and Conclusions

An extended version of the 𝑄-vector is developed here that
includes diabatic heating as a forcing term in the diver-
gence of Q itself, amalgamated with the differential vorticity
advection and the Laplacian of the temperature advection
terms.While this version of the𝑄-vector could include latent
heat release, sensible, or radiational heating/cooling, only
latent heat release is included in this study for the purpose
of demonstration. A strong cyclone, which developed over
the central United States during 24–26 December 2009,
was studied using output from the NAM Eta model with
a resolution of 12 km, thinned to 80 km, in order to show
the utility of this technique. This cyclone was different from
many of the cyclones studied by those cited in section one in
that the development in the middle troposphere leading to
the formation of a closed cyclone was studied. Also, in the
referenced studies, a strong surface development occurred,
which did not happen in this case. Additionally, this event
was of such scale that it drew inmoisture from the threemajor
moisture sources bordering the United States.

The dynamic analysis showed that the diabatic 𝑄-vector
(in this case latent heating only) revealed stronger midtropo-
spheric forcing associatedwith this storm than the traditional
𝑄-vector. Thus, this form of the 𝑄-vector would have been
more useful in this case from an operational perspective as
it would have indicated the stronger forcing aloft, especially
later in the lifecycle of the storm following the stronger
precipitation associated with the event. Further study testing
the utility of this technique will be performed with more
cyclone events.

The traditional 𝑄-vector identified the general region
where there was forcing that was favorable to cyclone devel-
opment acting to generate upward motions and height falls
but was significantly weaker overall. The diabatic 𝑄-vector
was stronger, especially later in the lifecycle and identified
𝑄-vector convergence in the warm moist air ahead of the
cyclone that was not identified using the traditional formu-
lation. While the importance of diabatic processes has been
previously established, this comparison was made in order
to demonstrate the utility and ease of calculating a diabatic
𝑄-vector. Presumably, the diabatic 𝑄-vector would possess
all of the advantages of the traditional model including the
nonlinear interaction between the three forcing terms and
Galilean Invariance. This technique also allowed the use of
analyses produced from coarser resolutionmodel output and
using only one pressure level for the computations.
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